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Lecture 15

• Doubly robust estimator

Topic: Doubly robust estimator



Doubly robust estimator

• Outcome regression relies on a correctly specified model for the (potential) outcomes 
depending on 𝑿!

• IPW / Matching relies on a correctly specified model for the propensity score

• Doubly robust estimator: provide a good estimate of the propensity score when either the 
outcome or the propensity score model is correct

• Define

• If we correctly specify the propensity score model, then �̃� 𝑿! = 𝑒 𝑿!
• If we correctly specify the outcome model, then %𝜇" 𝑿! = 𝜇" 𝑿!



Doubly robust estimator

• �̃� 𝑿! , %𝜇" 𝑿! : our working models (model under our model assumption)
• 𝑒 𝑿! , 𝜇" 𝑿! : true model that we don’t know

• Double robust property

• If either the outcome or propensity score model is correct, we have 
𝔼 𝑓 𝑤,𝑿! , 𝑌!#$% = 𝔼 𝑌!(𝑤) 	𝑿! 	



Doubly robust estimator

An equivalent expression:

The DR estimator:

IPW estimate of 𝔼 𝑌!(1) 	𝑿! 	 Adjust for bias if the propensity 
score model is incorrect
(if PS model is correct, then this 
part has expectation 0)

Outcome regression 
estimate of 𝔼 𝑌!(1) 	𝑿! 	

Adjust for bias if the outcome regression 
model is incorrect
(if PS model is correct, then this part has 
expectation 0)

𝑌!(1)



A simulation study (Kang and Schafer. 2007. Statistical Science)

• The deteriorating performance of propensity score weighting methods when the model 
is mis-specified

• Setup:
• 4 covariates 𝑋!∗: all are i.i.d. standard normal 
• Outcome model: linear model 
• Propensity score model: logistic model with linear predictors 
• Misspecification induced by measurement error:

• Weighting estimators to be evaluated: 
• HT: IPW in the original form 
• IPW: IPW with normalized weights 
• Weighted least squares regression with covariates 
• Doubly-robust estimator



Results: if the propensity score model is correct

• Use the true propensity score 
is worse than using the 
estimated propensity score 
when the propensity score 
model is correct

• Normalizing weights can help a 
lot in reducing the variance



Results: if the propensity score model is incorrect

• Double robust estimator 
perform better when 
outcome model is correct but 
propensity score model is 
wrong

• Double robust estimator can 
perform worse when both 
models are wrong (maybe we 
should also normalize the 
weights in DR)


