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Lecture 9

• Case study 1: Evaluation of SWIM program

• Case study 2: Analysis of HOMEFOOD randomized trial

Topic: Two case studies



Case study 1: evaluation of the SWIM program
Background
• SWIM (Saturation Work Initiative Model) was operated by the County of San Diego, California, 

from 1985 to 1987
• Targeted to individuals applying for or receiving benefits under the Aid to Families with 

Dependent Children (AFDC) Program, aim to maximize participation in employment-promoting 
activities among heads of single-parent families without preschool-age children (mostly 
women) and heads of two-parent families (mostly men).

• SWIM provided job search and unpaid work experience, and education and training to those 
who still did not find regular employment

• Possible goals including: increasing overall employment and earnings levels among AFDC 
recipients; reducing the level of AFDC receipt among long-term or potential long-term AFDC 
recipients; saving money for government budgets by reducing AFDC and other welfare 
expenditures; and reducing poverty



Case study 1: evaluation of the SWIM program

• Samples: 𝑁	 = 	3211	individuals, who are head of single-parent families

• Randomization and treatment assignment:  
• Samples were randomly assigned to either an experimental or control group
• No further details about the randomization mechanism, we treat it as a completely 

randomized experiment with 𝑁! = 1604 and 𝑁" = 1607
• Individuals in the experiment group were required to participate in SWIM
• Individuals in the control group were not eligible for SWIM activities but could, on their 

own initiative, enroll in community education and training programs. 

• We should interpret the treatment effect as the effect of participating in the program 
versus being denied access to this particular program, rather than as the effect of 
participating versus not participating in any job-training program 
Non-compliance 



Pre-treatment covariates
Pre-treatment covariates 
• Include individual-level background characteristics and records of earning prior to experiment
• Pre-treatment covariates are all well balanced



Outcome variables
• The experiment had recorded many outcomes, including annual earnings, employed or not in 

each year, annual AFDC payments for 5 years
• Here, we focus on earnings of the first two years post-randomization

• Annual earnings increase compared to the pre-randomization year even for the control 
group



Fisher’s exact p-values



Fisher’s exact p-values
• Why is the mean difference statistics less powerful than the rank-based statistics?

• Rank-based statistics are more sensitive if many individuals have a non-zero treat effect 
but the effects are small

• We do not construct CI using Fisher’s approach as here we do not believe in the constant treatment effect 
assumption 



Neyman’s repeated sampling approach
• We can apply Neyman’s approach to either the whole population or any subgroup

• Post-stratification



Regression analysis
• We can incorporate all 11 pre-treatment covariates and include interactions in the 

linear regression model to allow heterogeneity of conditional average treatment 
effects across 𝑿

• Compare linear regression without / with covariates

• We only see a moderate reduction of the standard errors



Regression analysis
Hypothesis testing

• Test whether average treatment effect is 0. 𝐻#: 	𝔼 𝑌$ 1 − 𝑌$ 0 = 0
• For the regression model, we test 𝐻#: 	𝜏 = 0 
• Z-value �̂�!"#/ $𝕍$ compare with 𝑁(0, 1)	to obtain a p-value

• Test whether the conditional treatment effect is 0 for every level of 𝑿. 𝐻#: 	𝔼(
)

𝑌$ 1 −
𝑌$ 0 | 	𝑿$= 𝒙 = 0 for all 𝒙
• For the regression model, we test 𝐻#: 	𝜏 = 0	and	𝛾 = 0 
• Test statistics                                             compared with 𝜒%(dim 𝑿 + 1) 

• Test whether treatment effect is heterogenous across covariates. 𝐻#: 	𝔼(
)

𝑌$ 1 −
𝑌$ 0 | 	𝑿$= 𝒙 ≡ 𝜏 for all 𝒙
• For the regression model, we test 𝐻#: 	𝛾 = 0 
• Test statistics ('𝛾!"#)%$𝕍&'( '𝛾!"# compared with 𝜒)(dim 𝑿 ) to obtain a p-value



Regression analysis

• Little evidence for heterogenous effect across X for the first-year earnings, but clear 
evidence of heterogenous effect for the second year

• The fisher’s exact p-value are computed using the same test statistics but under Fisher’s 
sharp null and use Fisher’s randomization framework to obtain the reference 
distribution of the test statistics



Case study 2: Analysis of HOMEFOOD 
randomized trial

[HOMEFOOD randomised trial–Six-month nutrition therapy improves quality of life, self-rated health, 
cognitive function, and depression in older adults after hospital discharge. Clinical Nutrition ESPEN (2022).]

• Goal: investigate the effect of nutrition therapy on health-related quality of life

• Participants: Eligible participants were community dwelling patients discharging home from 
the hospital within 24 h, aged ≥65 years, and at risk for malnutrition

• Randomization: participants were randomly allocated (ratio = 1:1) to either the intervention 
or the control group by using a random number generated by the principal investigator

• Intervention: nutrition therapy from a clinical nutritionist consists of 5 home visits, 3 
telephone calls, free supplemental energy- and protein-rich foods



Case study 2: Analysis of HOMEFOOD 
randomized trial

[HOMEFOOD randomised trial–Six-month nutrition therapy improves quality of life, self-rated health, 
cognitive function, and depression in older adults after hospital discharge. Clinical Nutrition ESPEN (2022).]

• Non-compliance is a 
common issue in 
randomized experiments

• In this example, reasons 
that patients dropout are 
likely unrelated to the 
treatment

• Our analysis will be  
based on the N = 104 
individuals



• We still want to check for 
covariates balancing even in 
randomized experiment

• If some covariates are not 
balanced, our analysis is still valid, 
but our conclusion can be very 
inaccurate

• Here sex is not balanced well, one 
solution is to use post-stratification 
and estimate causal effect on 
female and male groups separately

• Equivalently, we may also want to 
add sex as a covariate in linear 
regression

• Check R example 4 for data analysis


