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Today’s topics:

• Quasi-likelihood

• Estimating equations and the Sandwich estimator



Quasi-likelihood method

• Using the NB GLM instead of Poisson GLM / Beta-binomial GLM instead of a 
binomial GLM
• Replace with a more complicated parametric distribution allowing an extra 

dispersion parameter in the variance of data
• Hard to check whether the more complicated parametric distribution is the 

correct model or not

• We can provide a more general solution: the quasi-likelihood method
• No parametric distributional assumption needed on the response
• Only require the correct specification of a mean-variance relationship
• We do not have a likelihood for the data, but we can still have an estimating 

equation to estimate the parameters and perform statistical inference (even 
when the mean-variance relationship is incorrectly specified)



Quasi-likelihood method



Common forms of mean-variance relationship



How to estimate with quasi-likelihood

• Plug in the mean-variance relationship into the following "score equation” 
(we now call it the estimating equation) for 𝛽

• For proportional mean-variance relationship, 𝜙 will be canceled
• For other mean-variance relationship, the estimating equation becomes a 

function for both 𝛽 and 𝜙
• We need another estimating equation for estimating 𝜙

• Use the following moment condition to build an estimating equation for 
𝜙	:



How to estimate with quasi-likelihood



How to estimate with quasi-likelihood



Properties of the estimates



Statistical inference for quasi-likelihood estimator

• How to estimate the variance of !𝛽 from the quasi-likelihood 
equations?

• And what if we do not even know the true form of the mean-
variance relationship?



Estimating equations



Estimating equations



Sandwich estimator



Different from 
before when we 
work on the score 
equations (more 
parametric-free)



Comments



Revisit the horseshoe crab data

• Check Example7 R notebook


