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Today’s topics:

• Correlated samples /responses in GLM

• Normal linear mixed effect models (LMM)
  

• Random intercept and random slope models

• Hierarchical models for a multi-level design

• Model estimation: MLE, REML and BLUP



Modeling correlated responses

We consider that the correlations are caused by shared latent 
variables across samples



Formulation of GLMM



Two motivations of GLMM

• We use GLMM to model dependence structures among samples

• We treat 𝑢! as an unknown coefficient of 𝑍!". We add prior on 𝑢! (make 
𝑢! random) to borrow information across 𝑖 (so that we only need to 
estimate unknown parameters in 𝐹 instead of estimating each 𝑢!).
• Example: 𝑍!" = 1 assuming group members share a common group-

level effect

• The first perspective treats 𝑢! as latent factors, and the second 
perspective treats 𝑢! as random coefficients



Normal linear mixed models



Linear random intercept model

Correlations within group are restricted to be non-negative, why?



Linear model with random intercept and random slope



Linear model with random intercept and random slope

In our model, we want to consider three aspects
• the drug may have a different effect at different time points
• So we want to add an interaction term: drug × time points

• the four measures for the same individual are correlated
• We want to add an individual-specific latent factor (random intercept)

• Time can have a different effect for different individual
• We want to have a different coefficient of time for different individual, 

we make the coefficients random slopes if we want to borrow 
information across individuals



Linear model with random intercept and random slope



Linear model with random intercept and random slope



Hierarchical models

Example: check data in R data example 8

28 schools

⋯

135 classrooms

⋯

1600 students



LMM for a multi-level design



LMM model estimation



LMM model estimation



Residual ML (REML)



Prediction of the random effects 𝑢!  

• We may be interested in finding the groups that has high/low random 
effects.

• We use “prediction” instead of “estimation” as in LMM, 𝑢! are random 
variables instead of unknown parameters

• Compared to fixed effect model that treat each 𝑢! as different unknown 
parameters, in LMM we additionally assume 𝑢!~𝑁(0, Σ#)

• Benefits:
• Reduce the number of parameters
• Borrow information across groups



BLUP: best linear unbiased predictor



BLUP: best linear unbiased predictor


