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Today’s topics:

• Asymptotic distribution of the MLE estimates

• Hypothesis testing for 𝛽 

• Reading: Agresti Chapter 4.3, Faraway Chapter 8.3



Statistical inference for GLM

• How do we get the 
standard error, z value 
and p-value of the GLM 
estimates?

• What does the deviance 
mean in this table?



Asymptotic distribution of !𝛽

• The MLE "𝛽 is consistent for the true value 𝛽! when 𝑛 → ∞ and 𝑝 is fixed

• Asymptotic normality: when 𝑛 is large

• As an applied course, we ignore the discussions of the conditions of the 
above consistency and CLT results, and skip the proofs.



Calculation of 𝑉!!
• Taylor expansion (local linear approximation):

• Then



Calculation of 𝑉!!



Calculation of 𝑉!!
• The above calculation also can also be used to find the variance of "𝛽 from a general 

estimating equation 𝜑 "𝛽 = 0 (will discuss more in later lectures)

• Property of the likelihood score equation: 

Thus

• We also have

• If we use a canonical link, then 𝑊 = !
" #

= 𝑉/𝑎$ 𝜙  (last lecture)



Asymptotic distribution of any function ℎ( #𝛽)

• ℎ( #𝛽) is a consistent estimator of ℎ(𝛽!)

• We use Delta method to understand its uncertainty:

• Example: use Delta method to obtain a CI for 𝜇" = 𝑔#$(𝑋"%𝛽!) of any 
individual 𝑖



Hypothesis testing

• How to test 

• Example: 𝐻!:𝛽% = 0 V.S. 𝐻$: 𝛽$ ≠ 0 

• We will introduce three types of tests:
• Wald test
• Score test
• Likelihood-ratio test



Wald test
• Test statistic

• If 𝑎& is a scalar, then we can rewrite the test statistic as the Wald statistic

• Under 𝐻&, when 𝑛 is large Wald statistic 

• We can also obtain a 95% CI for 𝐴 "𝛽: [𝐴 "𝛽 − 1.96 5Var 𝐴 "𝛽 , 𝐴 "𝛽 + 1.96 5Var 𝐴 "𝛽 ]



Wald test
• Test statistic

• If 𝑎! is in general 𝑑-dimensional , then under 𝐻!,

• The Wald statistic is the “z-value” in the R GLM output for each coefficient 𝛽& 



A potential issue with Wald test

• We can treat the above model as using a canonical link with 𝑋 being 1, then the 
asymptotic variance of 𝛽! is 

𝑉'! = (=
(
𝑉())%= (#

!
𝑛!𝑝(1 − 𝑝))

"#



A potential issue with Wald test

• Let’s assume we only have one sample
• Score equation: 𝑦	– 	𝑛𝑝	 = 0, so 𝑝̂ = 𝑦/𝑛
• If 𝑦	 = 	23	and 𝑛	 = 	25, then 𝑧	 = 	3.31	
• If 𝑦	 = 	24	and 𝑛	 = 	25, then 𝑧	 = 	3.11. 
• We have a smaller 𝑧 value when we have stronger evidence against the null?



A potential issue with Wald test
• On the other hand, we use the Wald test to directly test for 𝐻!: 𝑝) ≡ 0.5

• In the example with only one sample, we can obtain the asymptotic 
distribution of 𝑝̂ directly, which results in another Wald statistic

• If 𝑦	 = 	23	and 𝑛	 = 	25, then 𝑧	 = 7.74	
• If 𝑦	 = 	24	and 𝑛	 = 	25, then 𝑧 = 11.74. 

• So the Wald statistics is not unique and depends on parameterization
• We will discuss this more when we learn binary GLM (Chapter 5.3.3)



Score test
• We only discuss the simple case

• Last time we used the property of the likelihood that:

• The score test uses the test statistic

and makes use of the asymptotic normal distribution of 𝐿̇(𝛽!) 
• Under the null, we have 



Likelihood ratio test
• We test for the null

• The likelihood ratio test statistic is

• J𝛽 is the MLE of under the constraint 𝐴𝛽 = 𝑎&, and "𝛽 is our original MLE without any 
constraints (under the alternative). As 𝑛 → ∞, under the null



Comparison of the three tests
• We test for the null

Wald test
Score test

Likelihood ratio test

• Three tests are 
asymptotically 
equivalent under the 
null

• We can also construct 
CI from score and 
likelihood ratio tests by 
inverting the tests


