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Today’s topics:

• Deviance analysis 

• Model checking with the residuals

• Example: Building a GLM 

• Reading: Agresti Chapters 4.4, 4.7, Faraway Chapters 8.3-8.4



Deviance analysis in GLM

• In linear regression, we use

To evaluate how well the 
model fits the data. We have 
an analogy in GLM, which is the 
deviance analysis. 



Definition of deviance



Residual deviance
• Saturated model: imagine the case that we collect an infinite number of 

covariates, then we can perfectly fit the data and obtain �̂�! = 𝑦! for all samples. 

• For a particular sample 𝑖, Deviance between the saturated model �̂�! = 𝑦! and 
another model with 𝜇! (corresponding canonical parameter 𝜃!)

• 𝜃"! = 𝑏# $%(𝑦!)     [As 𝜇! = 𝑏#(𝜃!)]

𝐷 𝑦!, 𝜇! =
2 𝑦! 𝜃"! − 𝜃! − 𝑏 𝜃"! + 𝑏 𝜃!

𝑎 𝜙
= −2log[𝑓(𝑦!, 𝜃!)/𝑓(𝑦!, 𝜃"!)]



Residual deviance

• Residual deviance (total deviance): 
deviance between the fitted saturated model and the proposed model

• 𝜃"! = 𝑏# $%(𝑦!)
• Example: for Gaussian linear model 𝐷& 𝑦, �̂� = ∑!(𝑦! − �̂�!)'/𝜎'



Null deviance
• Null model: the linear model that only includes intercept. Thus, 

𝜇! ≡ 𝜇

• MLE estimate of 𝜇 from the null model will be �̂� = ;𝑦 = ∑! 𝑦! /𝑛

• Null deviance: deviance between the fitted saturated model and the null model 

• “𝑅'” in GLM: 



Deviance analysis for nested models

• Test for whether the nested model is already enough: 
𝐻!: 𝛽(#) = 0



Deviance analysis for nested models



Deviance analysis for nested models

• Deviance additivity theorem (Efron, Annals of Statistics 1978)
• This is the likelihood ratio between the full and nested models

• Likelihood ratio test:
If both 𝑝 and 𝑝! are fixed, then asymptotically under 𝐻": 𝛽($) = 0



Deviance analysis table for model comparisons



Deviance analysis table in R

• Add variables sequentially to check if larger models are necessary
• Similar to the analysis of variable table in linear regression
• Typically the full model can not be the saturated model as df in a 

saturated model is too large



Deviance analysis table
• R output for the election counts example in Lecture 1

This analysis is reliable only when 
model assumptions for each 
corresponding null hold



Model checking with the residuals
• As in the linear models, we can examine the residuals to help us 

check whether a model fits poor or not, and whether there are any 
outliers in the observations.

• Three types of residuals
• Pearson residual

• Standardized residual (similar as in linear regression)



Model checking with the residuals
• Three types of residuals

• Pearson residual

• Standardized residual (similar as in linear regression)

• Deviance residual



Residuals examples
• For Gaussian linear model

• Pearson residual

𝑒% =
𝑦% − )𝜇%
)𝜎

• Deviance residual

𝑑% =
𝑦% − )𝜇%
)𝜎

= 𝑒%



Some intuition related to deviance residuals
• Deviance residuals are considered more “normal” than Pearson 

residuals 

• Consider deviance residual of i.i.d samples

• It has been shown that 𝑅 converges to 𝑁(0,1) when sample size 
𝑛 → ∞, and has better third order accuracy than corresponding 
Pearson residuals

• You can check Appendix C of McCullagh and Nelder, Generalized 
Linear Models for more math details



Some intuition related to deviance residuals

qq comparison of deviance residuals (black) with Pearson residuals (red); 
Gamma distribution 𝑘 = 1, 𝜃 = 1, 𝑛 = 5; B = 2000 simulations.

𝑦	~	Gamma 𝑘 = 5, 𝜇 = 5

Deviance residual
sign 𝑦 − 𝜇 𝐷 𝑦, 𝜇

Pearson residual
𝑦 − 𝜇
𝑉(𝑦)



Example: Building a GLM

• Check Example2 R notebook


