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Today’s topics:

• Poisson loglinear model 

• Poisson modeling for contingency tables

• R example



In many applications, the response variables are counts
• Our example in Lecture 1: the number of male satellite for female 

horseshoe crabs 
• Number of views for a YouTube video
• Number of mRNA copies measured for each gene in RNA sequencing 

experiments 

Features of the counts:
• The response 𝑌 typically has a wide range of values
• Larger counts typically have higher randomness

Counts as the response in regression



Poisson loglinear model



Poisson loglinear model



R data example for the rate model

• Check Example 5_1 R notebook



Modeling a 2×2 table by three different ways

Three different assumptions on data collection
• The data is obtained by randomly sample 400 wafers without 

particles and 50 with particles
• This leads to a Binomial GLM where the grouped data has 2 

samples (one for no particles, the other for particles)



Modeling a 2×2 table by three different ways

Three different assumptions on data collection
• The data is obtained by randomly sample 400 wafers without particles and 50 

with particles
• We randomly sample 450 wafers and cross-classify them.
• This leads to a multinomial model where the grouped level data only has 

one sample 𝑦 = (320, 80, 14, 36) ∼ Multinomial(450, 𝑝)
• The data is obtained from observations during a fixed period of time and we 

happen to observe 450 total observations.
• This leads to a Poisson model where the data has 4 samples: 

𝑋! = 00, 01, 10, 11 and 𝑌! = 320, 80, 14, 36.



Modeling a 2×2 table by three different ways



Modeling for contingency tables



Two-way contingency table

Consider an 𝑟	×	𝑐 table for two categorical variables (denote as A and B). 
The Poisson GLM assumes that the count 𝑦!" in each cell independently 
follows a Poisson distributions with mean 𝜇!".

Consider two scenarios:
• Assume that two categorical variables are independent

•  Allow two categorical variables to have an interaction



Two categorical variable are independent

with ∑!𝜙! = ∑"𝜓! = 1

This model has 1 + (𝑟 − 1) + (𝑐 − 1) free parameters



Two categorical variable are independent



Two categorical variable have an interaction



Three-way contingency table

• Consider an 𝑟×𝑐×𝑙 table for three categorical variables (denote as 
A, B and C). 

• The Poisson GLM assumes that the count 𝑦!"# in each cell 
independently follows a Poisson distributions with mean 𝜇!"#.

• There are multiple scenarios for the dependence assumptions 
across the three variables



Mutual independence



Joint independence



Conditional independence



Homogenous association

• Any two pairs are dependent, but the dependence does not change 
with the value of the third variable.

• Given any fixed level 𝑘 of 𝐶, the conditional association 
(conditional odds ratios) does not depend on 𝑘

• The saturated model allows any dependence structure



Connection with binomial/multinomial regressions



Connection with binomial/multinomial regressions

• The log-linear model treat all categorical variables symmetrically as 𝑋 
and regard the counts in each cell as response 𝑦.

• The logistic models treat one of the categorical variables as response 𝑦 
and the remaining categorical variables as 𝑋.

• A three-term interaction in the Poisson model corresponds to the 
interaction term in the logistic regression.

• The Poisson loglinear model and binomial logistic model also have the 
same score equations

• The same results hold for the multinomial baseline-category logit 
model



R data example for contingency tables

• Check Example5_2 R notebook


